**Supplementary Materials and Methods: StrokeAnalyst's detailed methodology**

**S-2.1. Initial digital slice extraction from scanned brain images**

As described in 2.5., every brain is originally presented through a digital image of 2D coronal slices stored together (one next to each other) in one image (Suppl. Figure 1a). In order to automatically identify the boundaries of each region that includes a TTC-slice within the and extract each TTC-slice as single image, we first binarized the image by a thresholding operation to roughly distinguish the TTC-slice tissue (foreground pixels) from background. 2D brain slices were identified by a function similar to the "analyze particles" function of ImageJ where groups of connected foreground pixels that exceeded a minimum brain area (large enough to represent a slice) were selected. An axis aligned bounding-box containing all pixels describing a 2D brain slice is calculated and used to extract (crop) the image region corresponding to each 2D slice (Suppl. Figure 1b).

The whole process was performed by a separate, in-house developed, MatLab-based, tool to "cut" and extract single TTC-slices named "BrainSlicer". (provided as a Supplementary File and as link for downloading here: [https://drive.google.com/drive/folders/1MrexC-oDJiXCLQr64I8hNj0jSalFVgX5?usp=sharing](https://drive.google.com/drive/folders/1MrexC-oDJiXCLQr64I8hNj0jSalFVgX5?usp=sharing" \t "_blank)). Other commonly used software, such as ImageJ, can also produce the same results, nevertheless considerably more laboriously. Eventually, each of these cropped images for each brain are stored in a separate file and used for the subsequent automated lesion analysis, as described in sections S-2.2. to S-2.4.

**S-2.2. Image preprocessing and background segmentation**

Preprocessing of extracted TTC-slices (section 2.6) begins with background extraction (Suppl. Figure 1c to 1d) that is fundamental for subsequent analysis of infarcts and hemisphere volumes. Let’s consider the intensities of a TTC slice for each pixel *x Є R2* as a 2D image *I(x)*, and also let the set of segmentation labels be *background* (BG), *healthy* (HL) brain tissue (grey matter appearing in a red colors, white matter appearing in white colors) and *lesion* (LS) (infarcted brain tissue that appears in bright near-white colors). Since LS class shows a similar intensity profile with certain normal anatomical areas (HL class), such as the corpus callosum and all white matter tracts, the segmentation process has to distinguish between healthy and lesioned tissue. This is performed through multiple steps. Initially we divide the input image in superpixels to encapsulate neighborhood information1. K-means classification with three centers is then applied to assign a class label to every superpixel2-4. A Markov Random Field (MRF) is then superimposed and used to solve an energy minimization problem that favors maximally homogenous regions. This leads to reduction of small parts that were misclassified in the previous step5. If denotes the background mask, the complementary of it () is then used to extract the brain (healthy and infarcted) tissue., i.e. , where is the Hadamard product. Optionally, we can semi-manually improve the initial background segmentation (Suppl. Figure 1c), if necessary, using an active contour segmentation technique (ACS), as described in detail elsewhere6-8, because some of the pixels close to the brain boundary may be misclassified as tissue instead of BG. Eventually, this process produces segmented (from their background) TTC-slices () as shown in Suppl. Figure 1d.

At last, spatial normalization of all segmented slices is performed, which includes image centering based on the center of mass and rotation around the center of mass, in order to remove differences in placement of the tissue samples in the scanner, and bring all samples in the same reference space. For global alignment we perform Principal Components Analysis9 on the binary brain tissue mask and then rotate the corresponding image slice according to the orientation indicated by the first principal component. This process aligns the TTC-slices as shown in Suppl. Figure 1e (final extracted image ) and prepares them for the subsequent stroke analysis (sections 2.10 and 2.11).

**S-2.3. Image registration and TTC-atlas construction**

For the needs of lesion analysis by SA, we developed a 2D TTC-atlas that encapsulates statistical information for the image intensity of healthy (pathology-free) brains at each anatomical location and is constructed as described next.

We inherited a coordinate system with anterior-superior-right orientation similar to Paxinos coordinates10, where every slice is represented by a coronal plane at an index *j*, with *j = 0* lying at the plane of bregma (*j > 0* indicates a plane anterior to bregma and *j < 0* posterior to bregma). Eventually, every coronal plane (slice) of the TTC-atlas will be also represented by its unique domain space , where K is the number of slices of the TTC-atlas. Assuming that the image intensity for every pixel follows a Gaussian distribution, we can parametrize the distribution by the average and standard deviation values which together form the TTC-atlas. To calculate these values from given samples, the images have to be co-registered first so that each pixel corresponds to the same anatomical location across mouse brains. Therefore, for every coronal plane *j* we selected one of the available image slices as a template and registered the corresponding slices of the remaining mouse brains to it. For each of those moving images, denoted as , the registration problem seeks to find a transformation that spatially aligns the moving image to the reference image space. Omitting the index *j* for simplicity, we define the transformation *T(x)* as a composition of a linear (affine in our case) *(TL(x))* and a non-linear (deformable) *(TNL(x))* mapping, i.e. *T(x) = TNL(x)o TL(x)*. The linear component (global affine transformation11) accounts for translation, rotation and shearing differences due to the experimental setup and global variations in the mouse brain anatomies, whereas the non-linear component corrects local deformities. We estimate the linear transformation by maximizing the Mutual Information cost function12, 13 using the Matlab image registration toolbox14. The non-linear deformable mapping is then estimated using the "Deformable Registration via Attribute Matching and Mutual-Saliency Weighting" (Dramms) software15. The same linear and non-linear registration algorithms (used for the healthy mouse brains) are also utilized to map images with lesion to the TTC-atlas space (section 2.10).

Eventually, after the co-registration of all available brain slices at a given coronal plane, we compute the pixelwise average *(Aj)* and standard deviation *(SDj)* maps for every index *j* across brains, and use them as the maximum-likelihood estimate parameters of each TTC-slice appearance. These two parametric maps form together the TTC statistical atlas for each coronal index (average and standard deviation images, *Aj* and *SDj*, Figure 1a). The methodology for the TTC-atlas calculation and construction is graphically illustrated in Figure 1a, whereas its utilization for lesion detection in new brains is shown in Figure 1b.

**S-2.4. Definition of anatomical areas on the TTC-atlas**

After the completion of the TTC-atlas construction we defined the anatomical regions at each TTC-atlas coronal plane. This is essential for the acquisition of neuroanatomical information of the lesioned areas. We map anatomical information from Allen Brain Atlas (ABA) 16 to the constructed TTC-atlas by transforming Allen’s to TTC’s atlas corresponding coronal slices. Due to significantly different tissue-processing modalities (paraformaldehyde fixed and dehydrated sections in Allen versus freshly-cut and non-dehydrated section in TTC), mapping could not be performed automatically but relied on a semi-automated registration process. Here, we manually annotated corresponding control points (>50) in the TTC-atlas and ABA over each slice and then utilized them to calculate a Local Weighted Mean transformation17 that allowed to map ABA’s anatomical masks to TTC-atlas space (Supplementary Figure 2).

**S-2.5. Atlas-based abnormalities (lesion) detection**

Brains from animals with stroke were processed as described in sections 2.5. and 2.6. Automated lesion analysis of stroke lesions on TTC-slices begins with manual indexing of each obtained TTC coronal slice (TTC-slices *Ir* named from now on as subject slice *V)* to its bregma coordinates (anteroposterior axis). Each subject slice *V* is then registered -fully automatically- to the corresponding TTC-atlas slice based on the procedure described in Section 2.8 (i.e. through the application of a global affine 11 and a nonlinear transformation). This methodology produces a linear transformation matrix and a corresponding deformation field for each separate slice of the brain that we denote as and respectively (Figure 1b); both will further be used in the process.

Lesion detection is automatically performed in multiple steps. First, abnormality regions are detected based on the spatial likelihood of the tissue being healthy given its voxel-wise intensity, . We express the likelihood of observing the intensity *In* at pixel *p* if the brain is healthy, through the Z-score, , as described by the equation:

*,*

where and are the mean and standard deviation values at pixel *p* of the TTC-atlas. Thresholding of this abnormality score provides an initial lesion segmentation mask, . The threshold value is determined empirically on brain slices with stroke. This mask includes many artifacts, mainly at the boundaries of the slice, due to the local staining procedure. These false positives have image intensities almost identical to that of the infarct. Thereby, for robust stroke lesion segmentation, further processing is required to remove all these contaminant pixels (false-positives). This is performed by taking into account that in our experimental procedure only unilateral stroke lesions are considered, thus the identification of the affected hemisphere may allow to topologically constrain the lesion extent, thus reduce the search space. We consider as affected hemisphere the one with significantly more *abnormal tissue*, as quantified by the mask .

Proper identification the two brain hemispheres is necessary for 1) identification of the affected hemisphere and proper further lesion detection (as mentioned above) and 2) for left-right hemisphere volume measurements (for edema calculation, section 2.12). For hemispheres’ segmentation the midline of each brain slice has to be extracted. For that, we seek and identify the axis of brain symmetry utilizing the Allen’s anatomical masks. Midline calculation on the original Allen masks is a relatively simple process as ABA is a "rotation free" atlas constructed in perfect symmetry. The hemisphere masks are mapped from the Allen space to the TTC-atlas space. That said, we mask out the previous abnormality map retaining only the part in the affected hemisphere *(ZH(p))* and introduce its values as feature characteristics for the next and final step of the lesion detection process, as presented next.

**S-2.6. Lesion segmentation based on machine learning (ML)**

During the atlas-based abnormality detection, “abnormality points” can depict either an actual lesion or local staining artifacts (corresponding to false positive points). For example, typical abnormality points with high *Z*-scores are often observed at the boundaries of each slice as an artifact of staining. We formulate a binary classification problem (see also section 2.5) in which the candidate lesions (identified by *Z*-score thresholding) are classified into actual lesion (true) or non-lesion tissue (false) and solve it using a random forest (RF) classifier18. We selected the RF classifier because it has shown to produce robust and accurate solutions in many application domains19.

Three types of features are combined and introduced to RF:

* 3 intensity features from each of the 3 RGB color channels (thus 9 features in total), i.e. the original pixel intensity, and the values obtained after moving average filtering within a 3x3 kernel and after Gaussian filtering with *sigma = 2* for the kernel; the respective kernel parameters were experimentally optimized,
* two features expressing lesion probability in respect to healthy mouse brain population, i.e. the original probability value *ZH(x)* and the value after moving average filtering and
* 8 features expressing lesion probability in respect to brain symmetry. We distinguish these last 8 features into two groups, one based on the Z-score hemisphere difference and one based on the hemisphere difference calculated per color channel (RGB). For both groups (pure RGB values or Z-score values) we initially compute the hemisphere difference and then we extract two features for each color channel. As for the Z-score difference image, we follow the same procedure. These features are 1) the pure pixel intensity of the multiple difference images and the pixel value produced after a moving average filtering operation.

The combined 19 features are used to train an RF classifier by minimizing the expected misclassification cost among lesion and healthy tissue classes. The returned class label for every pixel *p* (arranged in 2D) eventually forms the ML-based lesion segmentation mask (LRF mask, Figure 1b). Finally, remaining false positives are further reduced by applying the *opening* morphological operation, i.e. erosion followed by dilation20, to remove isolated small pixel regions and to produce our final lesion segmentation for each brain slice.

The final lesions masks (LF) at each coronal index are eventually used for (automated) stroke volumetry and neuroanatomical region identification. To calculate the affected area, we need to map each LF back into subject's V native space. This procedure is performed by inverting the transformations obtained during spatial normalization, and (as described in section 2.8.). Let the affected area in slice be , where K is the number of slices, and the number of non-zero pixels in the lesion mask LF to be . We calculate the lesion area as , where is the set value for images that are scanned at 1200dpi. Hence, by multiplying with the slice thickness, and summing over all affected slices, we calculate the lesion volume for each mouse brain.

**S-2.7. Infarct volume and edema calculations**

We calculated the volume of left/right hemisphere and infarct in each slice (respective areas actual thickness of slice) and then the total (brain) volumes of left/right hemispheres and infarct, as they are derived from manual and automated processes. Infarct volume is calculated as previously described2, 4, as a percentage of the left (non-ischemic) hemisphere (%Vinf), corrected for edema or atrophy using the formula:

.

The % hemispheric edema is calculated using the formula:

.
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